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We report analysis of rough mirrors used as the gravitational state selectors in neutron beam and similar experiments. The key to
mirror properties is its roughness correlation function (CF) which is extracted from the precision optical scanning measurements of
the surface profile. To identify CF in the presence of fluctuation-driven fat tails, we perform numerical experiments with computer-
generated random surfaces with the known CE These numerical experiments provide a reliable identification procedure which we
apply to the actual rough mirror. The extracted CF allows us to make predictions for ongoing GRANIT experiments. We also
propose a radically new design for rough mirrors based on Monte Carlo simulations for the 1D Ising model. The implementation

of this design provides a controlled environment with predictable scattering properties.

1. Introduction

One of the intriguing options for designing quantum state
selectors which separate particles in desirable quantum states
from all other particles is to use rough mirrors [1]. The idea
is quite simple: the particles that reach the rough mirror are
scattered away, while the particles locked in quantum states
without an access to the rough mirror remain in the system.
Recent first experimental observation of gravitationally
quantized ultracold neutrons (UCNs) [2-6] stimulated use
of mirrors with random rough surfaces as state selectors
instead of simple absorbers in beam and similar experiments
with UCNs [7-9], as well as for shaping UCN spectra [10-
12] or exploring the whispering gallery quantum states of
cold neutrons [13]. In these experiments a beam of UCNs
with large horizontal and small vertical velocities propagates
between two horizontal mirrors. The upper mirror is rough
and serves as a state selector by scattering away the neutrons
in the highest gravitational states which can reach it. The
lower mirror is an ideal specular reflector for the neutrons.
In the end, only the neutrons in the lowest gravitational
states (neutrons with the lowest vertical velocities) remain
in the system and continue bouncing along the lower mirror

without scattering. Thus the absence of roughness is crucial
for flat bottom mirrors [14, 15].

These types of selectors may have a wide range of
applications and can be built not only for neutron beams, but
also for other experiments with UCNS, ultracold atoms, and
antiatoms [16-19], in particular within the GBAR project with
ultracold antihydrogen at CERN [20], as well as, probably,
with positronium [21] and so forth.

The ultimate resolution and precision for experiments of
this kind with gravitational and whispering gallery quantum
states of UCNs in the framework of GRANIT project [22-
24] benefits from the method of long storage of UCNs in
closed quantum traps as well as from high UCN space-phase
density in a dedicated UCN source [25]. More examples and
details could be found in proceedings of dedicated GRANIT
workshops [26, 27].

The ability of rough mirrors to serve as state selectors
hinges on producing a desired pattern in scattering of parti-
cles by surface inhomogeneities. This scattering is determined
by the correlation function of surface roughness (see, e.g.,
[28] and references therein). In beam experiments, scattering
by the rough upper mirror turns the velocity vector thus
increasing its vertical component. When the component of


http://dx.doi.org/10.1155/2014/764182

velocity normal to the mirrors exceeds a certain threshold
velocity v,, the neutrons can penetrate the mirror material
and get absorbed; this threshold velocity can be translated
into the absorption potential U, = mv’/2 ~ 107%°J.
The roughness-driven transition probabilities between the
quantum states (j,q) and ( j',q') for a mirror with slight
roughness and the absorption threshold U, are [28]
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where q is the particle momentum along the wall, ¥;(H) is the
value of the wave function in quantum state j on the mirror
in the absence of roughness, and {(q) is the Fourier image of
the correlation function of surface roughness (the so-called
power spectrum). If the threshold is very high or the particle
cannot penetrate the mirror material at all, U, — oo, (1)
becomes [28]
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In essence, the roughness correlation function {(q) plays
the same role for scattering by surface roughness as the
impurity cross-section for scattering by static bulk impurities.
It is known that surface scattering depends not only on the
main parameters of roughness, such as its average amplitude
or correlation radius, but also on the functional form of
the correlation function (see, e.g., [29, 30] and references
therein). Therefore, the proper identification of the surface
correlator is paramount for the use of rough mirrors in
precision measurements. It turns out that such accurate
identification of the correlation function, which is necessary
for precision experiments, is not trivial. The difficulties in
identifying the correlation parameters go well beyond the
recognized ones [31, 32] such as a tip profile [33] or the step
size [34].

The purpose of this paper is to analyze and compare
the properties of real and computationally generated rough
mirrors and find out the limits on their use as state selectors
by evaluating the accuracy of predictions for the observables.
We also propose a radically new design for rough mirrors,
what we call an Ising mirror, which might provide a much
more controllable environment for experiment.

2. Experiment

2.1. Mirror Design and Roughness Measurements. The exper-
imental part of the paper deals with a new large rough glass
mirror produced for ongoing GRANIT experiments at ILL
(Figure 1) [22-24].

The design and construction of the mirror are determined
by the following considerations. This mirror should serve for
shaping of the initial UCN spectrum and will be installed
at the most upstream part of the transport mirror. In first
test experiments, it will be used also for measurements
of parameters of gravitational quantum states of UCNs.
Since the principle application of the mirror is to serve as
a gravitational state selector, our choice is to have large
roughness amplitudes thus maximizing its efficiency at the
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FIGURE 1: The rough mirror with five control patches. The surface
roughness is assumed to be uniform across the mirror.

expense of precision of absolute measurements with this
rough scatterer/absorber. The total length along the beam
of UCN:ss is restricted by a length of the flat bottom mirror;
therefore, we limited the length of the rough mirror by some
reasonable small value (9 cm). The width of the rough mirror
is similar to the width of the bottom mirror (30 cm).

The surface profile for this new mirror has been measured
at ESRF using the vertical scanning interferometry (VSI)
technique (see, e.g., [35]). Light is split into two coherent
light beams. One beam is sent onto the measured mirror and
is coupled after reflection with another light beam reflected
from a perfectly flat sample (with the roughness of 0.5A).
The resulting beam is analyzed in a CCD camera and the
interference patterns give the profile of the rough mirror.
Scanning over a certain surface area of the rough mirror
allows one to measure the distribution of roughness. If the
roughness is too sharp in a particular point, the beam deviates
from its vertical trajectory and does not get back into the
detector resulting in a “bad” point in the data set. The
fabrication of the rough mirror favors producing moderate
roughness without large angles between the local surface and
the global reference plane (too large amplitudes have been
eliminated by the surface production technique). There are
about 1.5-2% of “bad” points among the whole data. Most of
the “bad” points are isolated, but some form small clusters
(the largest cluster contains 8 “bad” points).

An alternative method to the VSI technique would
have been the atomic force spectroscopy (AFM). However,
using the VSI technique in this particular case had several
advantages. First, the characteristic size of the surface to be
scanned has to be much larger than the correlation length of
the roughness, that is, at least a few hundreds of micrometers.
Such areas are too large for a standard AFM. Second, the
amplitude of the roughness should be comparable to the
characteristic quantum gravitational length scale [2-6] equal
to

lo = 1" (2m? g)_l/ } £ 5871 um (3)

in order to provide high efficiency of neutron absorption in
this rough mirror. Such amplitudes are too large for an AFM
which measures irregularities in the angstrom range.
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The raw data set contains surface profiles y,(s,t) mea-
sured in five patches (i = 1;2;3;4;5), Figure 1. The mirror is
90 mm long in the direction of the beam and 300 mm wide.
The size of each patch is 0.504 x 0.504 mm?. The data set for
each patch contains 2,557 x 2,557 =~ 6.5 x 10° points.
The distance between individual data points is 0.19 ym which
is much smaller than /, and the characteristic amplitude and
correlation length of the roughness.

2.2. Extraction of the Roughness Correlation Function. The
data analysis consists of several steps. First, the “bad” points
have been replaced by the averages of surrounding points.
Second, the proper reference planes for individual patches are
restored by fitting each of the five data sets y,(s, t) to the planes
a;+b;s+¢t to eliminate the tilting and ensure the zero average
for the roughness profile (y;(s,t)) = 0. The set of coeflicients
a;, b, ¢ provides the best fit to the profile data for the patch
i and the values of g; + b;s + ¢;t are subtracted from y,(s, t). By
itself, eliminating the tilting in this way is not controversial.
The only potential problem here could arise if the mirror as
a whole is slightly curved and the reference planes for the
individual patches are different from each other.

Since the primary designation of this mirror is to serve
as a state selector in new GRANIT experiments aimed
at selecting and identifying neutron states in quantizing
gravitational field, it is convenient to measure all length
parameters, including the roughness correlation function, in
units of [, (3), which is the size of the lowest quantum state
for a neutron in the Earth gravity field in open geometry.
Below all lengths in the figures and tables are given in the
corresponding dimensionless units.

The analysis of the data sets and the results are similar to
[36] in which we analyze computationally generated rough
surfaces. The two-dimensional (2D) correlation function is
defined as

{(s,t) = <y (s',t') y(s' +st + t)>

X,y

(4)
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where A is the averaging area. The discrete analog of this
equation is

N-s

1
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We try to improve the accuracy by maximizing utilization of
the data points though the finite size of the patches degrades
the accuracy of the computations in (5) for large s, ¢. This
degradation (the so-called wagging tails) becomes very rapid
ats,t > N/2.

The extraction of the correlation information from the
profile data sets is routine with the only limitation being the
large volume of profile data. A typical 2D correlation function
for one of the patches is given in Figure 2 (light blue surface).
For comparison, the dark blue surface presents the best fit
of this correlation surface {(s, ) by an isotropic exponential

{(s, 1)

FIGURE 2: 2D correlation function (s, t) for the Patch 5 (light blue
surface). All axes are in units of /;, (3). The darker surface is given
by the best fit for {(s, t) by an isotropic exponential fitting function
{(r) = {(0,0) exp(—r/rg) with r = Vs? + t2. The best fitting values
of the correlation radius 7~ are summarized in Tables 1 and 2 for all
five patches.

TABLE 1: The parameterization of the extracted correlation functions
{(s,t) by anisotropic exponential and power law fitting functions,
(6). Rows 1-5 give the data for the individual patches and the last
row for the correlation function averaged over all patches.

# n rsE,rtE,o"E x 102 rfL,rtPL,u, Opy, X 102
1 1.03 0.62,0.63,1.42 0.45, 0.45, 0.9997, 1.56
2 114 0.70, 0.73, 2.69 0.44, 0.46, 0.864, 2.04
3 0.97 0.64, 0.74,2.71 0.28, 0.31, 0.658, 1.37
4 0.99 0.64, 0.66, 2.35 0.32, 0.34, 0.73,1.26
5 0.96 0.57, 0.60, 0.83 0.46, 0.48, 1.10, 1.20
Av. 1.02 0.64, 0.67,1.84 0.38, 0.40, 0.842,1.33

surface. The figure demonstrates that the anisotropy of the
roughness correlation function is noticeable but not very
large.

We checked the isotropy of five extracted correlation
functions by fitting them to anisotropic exponential and
power law fitting functions:

2 2
oo 3) -2
’7E p TSE rtE >

(PL ’712>L .
(1+ (s/rPe) + (/rP1))"

The best fit parameters are summarized in Table 1.

The first five rows in the table provide the data for
the individual patches, while the last row describes the
correlation function averaged over all patches. One can make
two conclusions. First, the statistical quality of the fit by each
fitting function (g, which is measured by oy,

2 <(( - Cﬁt)2>
o= 0,0 7

Ck
(6)

for each patch is roughly the same for both fitting functions
(g and {p; . Second, the anisotropy of the correlation function
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TABLE 2: Results of the fit of the extracted correlation functions for five patches and for the averaged correlation function (last row) by the
exponential (E), Gaussian (G), and power law (PL) fitting functions, (8)-(10). For each fitting function the table shows the correlation radii
7pp and the quality of the fits o, (7). The last column shows the calculated parameter @y ;p [37] responsible for the exit neutron count.

# n r>0p X 10 o 0g X 107 Tpp> Opy. X 107 (@, D, Dpy) X 107
1 1.03 0.62, 1.42 0.49,3.93 0.66, 2.04 5.44,3.94,4.18
2 114 0.72,2.44 0.56,5.75 0.76, 3.15 6.23,4.52, 4.78
3 0.97 0.68, 2.61 0.50, 4.94 0.70, 3.23 4.63,3.46,3.6
4 0.99 0.65, 2.25 0.49, 4.56 0.68, 2.80 4.92,3.64,3.81
5 0.96 0.58, 0.68 0.47,3.0 0.62,1.48 4.87,3.50,3.75
Av. 1.02 0.65, 1.75 0.50, 4.39 0.69, 2.44 5.22,3.83,4.01

as measured by difference in the correlation radii r,; in
s and t directions is of the order of several percent and
is small, smaller than the difference between the patches
which is rather pronounced. For this reason we neglect
the anisotropy and concentrate on analyzing the extracted
correlation functions averaged over the angles, {(x), x =

Vs + 2.

2.3. Identification of the Correlation Function. We fitted
the correlation functions averaged over the angles with
the isotropic exponential, Gaussian, and power law fitting
functions:

lp =f12€Xp<;—x>> (8)
E
_ 2
Cfff@(l)(é), 9)
2
G = . (10)

(1+x2/rd))

The results of best fits are summarized in Table 2.

Table 2 is structured similarly to Table 1 but has an extra
column with @y ;p; calculated using the fitting functions
with parameters from the table. Without going into details,
we just mention that @ is a normalized linewidth for neutrons
in the lowest gravitational state and is a complicated integral
of the power spectrum {(q). Its value strongly depends not
only on the time of flight through the waveguide, dimen-
sionality of roughness, correlation radius, and amplitude of
inhomogeneities, but also on the functional form of {(q) [37].
The value of @ serves here as a descriptor for observables:
it determines the exit neutron count for GRANIT-type
experiments (see Section 4). In essence, the appropriateness
of the choice of the fitting functions should be judged not by
the standard deviation o but by the value of ®. But which
value of @ from the table is the closest to the “true” value of
® in experiments with this mirror?

The statistical quality of the fits o for all three fitting
functions are close to each other, while the values of the
observables, in this case @, are noticeably different. An
explanation is simple. A typical correlation function consists
of a peak area and long tail. For finite size samples the
fluctuation-driven tail is rather fat and does not go to zero
at large distances. As a result, the standard deviation o

between the extracted correlator and any reasonable fitting
function, which goes to zero relatively fast at large distances,
is determined not by the peak area where the fitting functions
differ from each other, but by the contributions from the
tails, where all the fitting functions are zero. As a result, the
values of ¢ for all three fitting functions are similar, while
the values of the observable, ®, are noticeably different. The
main conclusion is that selection of the fitting function could
not and should not be judged just by the value of o, (7). An
increase in sample size does not help much: though the size-
driven fluctuations and, therefore, o decrease with increasing
sample as \/2/N (N is the sample size), the tails get longer
with increasing N, and the values of o go down for all fitting
functions in the same way. We will explore this point in more
detail in the next section.

There are several ways how to suppress fluctuations and
make identification of the correlation function easier. One
can average the correlation function over several samples
and use the averaged values for identification as in, for
example, [38, 39]. This is done in the last row in Tables 1
and 2. This assumes that the correlations are the same in all
samples and that any long-range oscillations are non-physical
and are purely fluctuation-driven. One can also disregard
the tails and use for identification purposes only the peak
and its immediate vicinity thus ignoring the long-range tails
as spurious. We need to develop a reliable identification
procedure. Our recommendation, based on the results of the
next section, is given in the beginning of Section 4.

3. Numerical Experiments

The difficulties that we face when trying to identify the
roughness correlation function for the rough mirror are
typical. The best way to overcome these difficulties would
be extracting the correlation functions from profile mea-
surements for surfaces with known roughness correlation
functions and comparing the results with these known
correlators. Unfortunately, it is virtually impossible to prepare
the surfaces with the predetermined roughness correlation
functions.

The best available alternative is to numerically generate
surfaces with the predetermined roughness correlators and
extract the correlation function from a numerical experiment
which emulates precise scanning measurements of the sur-
face profile. Below we report numerical experiments of this
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FiGURE 3: The illustration of the fluctuation-driven tails of the
correlation function {(s,0) for the Patch 2 of the actual mirror
(curve 1, blue) and for the numerically generated surface with
roughness emulating the exponential correlation function with the
same amplitude and the correlation radius as in Table 2 (curve 2,
red).

type and compare the extracted information with the physical
experiments on the rough mirror in Section 2. The results
allowed us to better understand the accuracy and pitfalls of
the identification procedures.

3.1. Surfaces with any Predetermined Roughness Correlators.
We can generate surfaces with any predetermined discrete

correlation function {;;. = {(i — k). The technique starts from
using the Gaussian distribution, which is embedded in most
random number generators, for generating uncorrelated
random numbers g; with the §-type correlation function
(white noise), (g;gx) = 6;x- We then rotate this vector § using
the rotation matrix A = (/2. The resulting set of numbers
y;» 7 = Ag, exhibits desired correlations, (y,y,) = { (for
more details see [36, 37]). Next we “measure” the generated
profile y; = y(x;) by emulating the scanning technique
and extract the “experimental” correlation function. We
then try to identify this extracted correlator by fitting it to
various fitting functions (in practice, Gaussian, exponential,
and power law functions), calculate the observables (for the
purpose of this paper, ®), and compare the results with those
obtained using the “true” correlation function ;.. Below we
report such experiments for both 1D and 2D roughness. For
computational reasons the linear sizes of our 2D samples are
smaller than in 1D cases, though the overall number of profile
points is larger.

The difficulties that we encounter in our numerical
experiments are exactly the same as in our analysis of the
real mirror in Section 2. The main source of uncertainty is
the fluctuations related to the final size of the samples. For
illustration, in Figure 3 we plot the fluctuation-driven tails for
the extracted roughness correlation function {(s, 0) for Patch
2 of the actual mirror (curve 1, blue) and for the correlation
function {(x) for a generated 1D rough surface of the same
size (2,500 points; curve 2, red) which emulates roughness
with the exponential correlation function { = 172 exp(—x/r)

with # = 1.14 and r = 0.72 as for this patch in Table 2.
The similarity between these two fluctuation-driven tails is
striking.

Our ability to generate surfaces with roughness emulating
any predetermined correlation function allows us to analyze
the use of fitting functions for our extracted correlators and
to determine whether it is possible to avoid using the fitting
functions by inputting the raw correlation data directly into
equations for observables (®). Some of our findings are
summarized in the following two tables.

The quality of the fits o, 0, opp for all three types of
the fitting functions is more or less the same, about 5 x
107, but the results for the physically important parameter
@, g pr> Which predicts the exit neutron count in GRANIT
experiments, differ considerably from each other by about
25%. In our numerical experiment, the “true” shape of
the correlation function is known to be Gaussian and, not
surprisingly, the fitting by the Gaussian function yields the
values of @, very close to the “true” value 23.48. This brings
us to an inevitable conclusion that the statistical quality of the
fit o by any reasonable ad hoc fitting function {4, (7), does not
predict the quality of physical conclusions obtained using this
fitting function. Note that the results for fitting by the power
law and exponential correlation functions are relatively close
to each other and very different from those for the Gaussian
fit. The explanation is simple: the Gaussian function has a
much shorter tail.

The last column in Table 3 shows the values of ®,, which
are calculated by inputting the discrete raw correlation data
directly into the equations for @, . In 1D this procedure works
better than using the fitting function of the “wrong” shapes
(g p1» but still noticeably worse than for the “right” fitting
function {; though the statistical quality o, of the used
spectral decomposition of the raw data o,, is perfect.

The 2D results (Table 4) are different because of different
dimensionality and smaller linear sizes of our samples. Here
as an observable, which is used to compare the results, we
use @, which describes the neutron count in experiments
with 2D roughness [38, 41]. The generated rough surfaces
are emulating the Gaussian roughness with the correlation
function {(|x|]) = exp(-|x|*/8) (e, # = 1, r = 2) for
which @, = 2.58 x 10°. The sample size is 61 x 61 points.
The table contains the results extracted from the best fit of
the extracted correlator to the Gaussian, exponential, and
power law functions. The Gaussian fit is done independently
for the correlation function {(|x|) averaged over the angles
and the 2D correlation function {(x); the results are close
to each other. The statistical quality of the fits o is worse
than in the 1D case though the overall number of the data
points in our 2D computations is larger (3,600 versus 2,000
points): the linear size of the sample is noticeably smaller
while the correlation radius is slightly bigger. Table 4 provides
the values of the extracted fitting parameters # and r, values
of 0, and, most importantly, the corresponding values of the
physical observable ®,. The results for direct use of numerical
data without fitting are too unstable to be included in the
table; we are not sure whether this is a result of higher
dimensionality or smaller linear sizes of the samples. The
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TaBLE 3: Three numerical runs for 1D surfaces emulate the Gaussian correlation of inhomogeneities 172 exp(—x2 /27*) with = 1.19 and
n = 0.119 (the assumed [37] roughness of the mirror in earlier GRANIT experiments [2-4, 6]). The true value of the observable @, for
such a surface is @, = 23.48. The extracted correlators are fitted with Gaussian, 7 exp(—x*/2r5), exponential, 77 exp(—x/rg), and power

3/2
law, #p; /[1 + (x/7p1)°] / fitting functions. The table contains the best fitting values of 7y p;, statistical quality of the fits 0y, and the
recalculated values of @, ;. The best fitting values of #  p; are close to each other and are not listed. The columns with @, and o,, give the
values of @, and the standard deviation when the spectral decomposition of the raw correlation data is put directly into equations for @, [37]

without using the fitting functions.

# TG 0G X 10* T O X 10* Tpr> Opp, X 10* o, X 10" D6, O, Oipp, Dy

1 1.19, 5.24 1.59, 5.81 1.44, 5.81 1.92 23.86, 18.19, 18.81, 21.96
2 1.15, 4.49 1.53, 4.56 1.36, 4.64 1.83 23.33,17.84, 18.65, 21.14
3 1.25, 4.37 1.69, 4.40 1.54, 4.47 1.69 23.56, 17.26, 17.85, 20.96

TABLE 4: The same as in Table 3 for generated 2D rough Gaussian surfaces with » = 2 and 77 = 1. The expected value of ®, =~ 2.58 x 10°. The
table contains the extracted fitting parameters 112 gp, and rgt £.p1> together with o, and the recalculated values of @, . The fourth row gives
the results for the correlation function averaged over 10 independent runs.

# Hos T 0 X 10° N T 0 X 107 oo 7o o> 0 X 107 (@, O, ) x 107
1 1.04,1.97,5.7 114, 2.04, 6.2 1.08,2.45,5.9 2.81,5.51,1.68
2 110, 1.80, 6.5 1.20,1.76, 7.4 114, 215,72 3.23,6.56,1.99
3 0.90, 1.84, 4.1 0.98, 2.05, 4.3 0.94, 2.40, 4.1 2.18, 4.06,1.28
Av. 1.00,1.98,1.9 110, 2.11, 2.9 1.05, 2.49, 2.4 2.60, 5.05, 1.57

table contains results of three numerical runs and (the fourth
row) the average for ten numerical runs.

3.2. Surfaces with Quantized Amplitudes of Inhomogeneities:
Ising Roughness. The above approach allow us to create and
analyze random rough surfaces with arbitrary correlation
functions. The drawback of our procedure is that while it
is appropriate for macroscopic roughness, it cannot produce
roughness with quantized amplitudes which is desirable for
the study of atomic-scale roughness.

It might be impossible to computationally emulate a
random rough surface with an integer profile y(x;) with

an arbitrary predetermined correlation function {(i — k) =
(1) except, of course, for “classical” surfaces with very large
amplitude of roughness. However, several specific “quan-
tized” correlators can still be generated using Monte Carlo
simulations for spin lattice models with various Hamilto-
nians. This might help in extracting the proper correlation
functions from experimental data on the surface profile
based on realistic assumptions on the interaction of the
surface defects. This can also help to guess which correlation
functions to use in theoretical calculations. Needless to say,
many of the lattice models produce the correlation functions
which are exponential at large distances and have compli-
cated, often analytically unresolved structure in the peak
area.

Unfortunately, the universe of the correlation functions
which are accessible in this way is limited by the number of
known exactly solvable lattice models, mostly in 1D, some of
which may have little resemblance to real surfaces. It is even
unclear whether there are any restrictions on allowed forms
of the correlation functions. In 2D even the simplest models,
such as the Ising model, lead to the correlation functions for
which we do not have explicit analytical expressions making
them virtually useless for our purposes.

The simplest example [36] is, of course, the ferromagnetic
Ising lattice y; = =+1 for which the correlation function
is determined by the attractive coupling constant J in the
Hamiltonian (or, what is the same, by the Boltzmann factors
exp(+2]/kT)). In the 1D case the correlation function is
exponential:

rz%exp(%). (11)

G () = exp (2.
The correlation function for the 2D Ising model, though
known in principle, [40, 42], is described by a set of compli-
cated equations involving elliptical integrals.

In 1D computations we used 1000 positions x; and
performed 10° Monte Carlo cycles. The correlation function
{(s) should emulate function (11) with » = R/l; = 1.19 and
n = €/l = 0.119 as in the earlier GRANIT experiments.
The results for five runs are summarized in Table 5. The true
value of @, for the exponential correlation function with
r = 119and 1 = 0.119 is @ = 19.5 (with the same
values of 7 and 7, ®2 = 23.7 and ®% = 20.4). Since
the simulation is based on the Ising model with spins *1,
the extracted average amplitudes of roughness differ from
n = 0.119 by less than 1% for all fitting functions and there
is no need to present the values of 7 5 p; . Of course, the fit
using the exponential correlator provides the best values for
®, though here again the values of o for all fitting functions
are practically indistinguishable. Of the other two fits, it is not
clear why the power law fit provides much better values of @,
than the Gaussian one. The last column in the table also shows
the values of @, which are obtained by direct spectral analysis
with N/2 harmonics of the raw correlation data without any
fitting. These data display the worst agreement with CDg‘ =
19.5, while the value of o,, is by 13 orders of magnitude better
than o for any of our fitting functions. The explanation is the
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TaBLE 5: Five Monte Carlo runs for the 1D Ising model. The “true” correlation function is exponential with = 1.19 and # = 0.119 and yields
@ = 19.5. The correlation functions extracted from the generated rough surfaces were fitted with the exponential, Gaussian, and power
law functions. The Table contains the best fitting values of 7 ;p; and the corresponding values of o p; and @y p; . Since the simulation is
based on the Ising model with spins +1, the best fitting values of # differed from 0.119 by less than 1% for all fitting functions. The values of
®, were obtained by direct spectral decomposition of the raw correlation data. The size of the sample was N = 1000 and we performed 10°

Metropolis cycles.

# 7z, 0p X 10* TG 0g X 10* Tpp> Opp. X 10* o, x 10" @f, CDf, Q)fL,CDn

1 1.27, 6.69 0.85,6.93 1.26, 6.72 3.79 18.6, 27.4,19.6, 25.8
2 1.23,6.83 0.88, 6.94 1.25, 6.84 1.49 19.1, 26.8,19.7, 26.2
3 1.04, 6.51 0.73,6.74 1.07, 6.54 2.82 20.7,30.2, 21.4, 27.3
4 1.18, 6.65 0.87,6.71 1.23,6.62 3.01 19.7, 271, 20.0, 26.1
5 0.94, 6.44 0.74, 6.42 1.03, 6.38 1.91 22.2,298,21.9,27.7

TABLE 6: Results for three rough surfaces generated using the 2D Ising model (the first three rows) and for the correlation function averaged
over ten runs (the last row). The Monte Carlo simulations have been done at T = 1.27T, with 10° Metropolis cycles. The surface size is 101x101.
The Table is arranged similarly to Table 2. The table contains the best fitting values of ry, ; p; and the corresponding values of o, p; and 5"
The results for the exponential fits (Df L2 for {(|x]) and {(x) should be the closest to the true physical parameters.

# 1> Oy X 107 Ty Opy X 107 6 0 % 10 Tpp> Opp. X 10 (@, o2, 0, @) x 10°
1 1.56, 2.03 1.60, 2.75 1.06, 2.41 1.55, 2.12 3.37,3.32,2.53,2.58
2 1.43,1.56 1.43,2.27 1.06,1.89 1.48,1.63 2.53,2.53,2.53, 2.64
3 1.53,1.66 1.53,2.49 L11,2.04 1.57,1.75 3.40, 3.40, 2.48, 2.57
Av. 1.54, 0.69 1.57,0.89 110, 1.42 1.57,0.91 3.39, 3.36, 2.49, 2.57

same as before: the full set of raw data is dominated by the
long correlation tails which come from the fluctuations.

The last table, Table 6, presents results for three rough
surfaces generated using the 2D Ising model plus a row for the
correlation function averaged over ten runs. The observable
here is again @,.

The computations are done above the phase transition,
T = 1.2T,. At this temperature the correlation function is,
probably, still close to the exponential, but it is not clear
how close. Here we do not know exactly what should be the
“true” value of @, but expect that the exponential correlator
provides the best estimate. At this temperature the domains
are relatively small and the relaxation times are manageable.
The size of the surface is relatively large, 101 x 101, and
each computation runs 10° Metropolis cycles. The table is
arranged similarly to Table 5. The values of o for all fitting
functions are again close to each other, while the values of ®,
and r are noticeably different. The results for the exponential
fit should be the closest to the true physical parameters.
The first column for the exponential fitting gives results
obtained from the flat file {(|s|). The second column gives
the results of fitting {(s) by the 2D exponential function. For
the Gaussian and power law correlators, columns 3 and 4, we
used only the flat files {(|s|). What is somewhat surprising
is that the results for our choice of the power law correlator,
which is the Fourier image of the exponential one, are again
close to those using the exponential fit. What is even more
surprising, the values of @, for the power law fit using {(|s|)
are systematically closer to the exponential fit using 2D {(s)
than to the exponential fit using {(|s|). The Gaussian fit yields
very different @,, while the value of ¢ is comparable with
the others. The direct spectral analysis of the raw correlator
data again yields the worst physical results and changes from

run to run; these results are not even worth listing. The
spectral analysis of the correlation function averaged over
ten runs worked slightly better than the Gaussian fit. The
difference between results obtained using different fitting
functions once again illustrates the uncertainty in comparing
computational and experimental data to theoretical results.
One should have at least some information about the shape
of the “true” correlation function.

4. Experimental Consequences

The main conclusion from the previous sections is that
the difficulties that we experience trying to identify the
correlation function for the actual mirror are exactly the same
as in our numerical experiments. Our extensive numerical
data show that the best way of identification seems to be
the averaging over several samples in combination with the
graphical and numerical analysis of the peak area without
much reliance on the overall standard deviation . We do not
recommend putting the discrete raw correlation data directly
into equations for the observables.

Our reluctant conclusion from the analysis of experimen-
tal data on the roughness of the actual mirror in Section 2 is
that its roughness correlation function is close to the isotropic
exponential function (8) with the amplitude # = 1.02 and
the correlation radius » = 0.65. This yields the value of
®, = 5.22 x 10°. The uncertainty in parameters is about 10%
because of the presence of bad points in the data sets, residual
anisotropy, and, most of all, difference in values between the
patches.

Knowing the value of @, we can predict the exit neutron
count in experiment with this mirror. Luckily, the uncertainty
in @, in this range of values, in contrast to smaller ® in
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FIGURE 4: The exit neutron count N,/N, as a function of the slit
width h for several values of @, close to 5 x 10* (N, is the number of
neutrons entering the slit in each quantum state). Eight curves from
left to right correspond to ®, x 107 = 1;2;3;4;5;6;7; 8; neutron
count decreases with increasing @,.

[37, 43, 44], does not affect the dependence of the exit
neutron count on the slit width much (see Figure 4). Eight
curves in the figure correspond to the dependence of the exit
neutron count N/N, on the slit width & for @, x 107 =
1525 3;4; 5; 6; 7; 8 (N, is the number of neutrons in each state
entering the slit). All curves in Figure 4 demonstrate the well
pronounced predicted quantum steps which is a very good
news for the ongoing experiment.

There are factors that might limit the accuracy of this
prediction. On the theoretical side, the value of the average
amplitude of roughness 7 is too large considering the main
theoretical assumption < r,h. Also, there is still some
uncertainty in the correlation parameters.

From the point of view of experiment, a large value of #
is also not very good. It results in a noticeable broadening of
the levels and in inability to measure precisely the height of
the reference plane and, therefore, the width of the slit. The
latter factor leads to uncertainty in the values of quantized
energy levels thus limiting the use of the setup for precision
measurements of fundamental forces.

In addition, both theory and experiment require better
information on the distribution of neutrons entering the slit
over the quantum states.

5. An Alternative Design: Ising Mirror

Many of the sources of errors mentioned above disappear if
one uses an alternative mirror design based on the 1D Ising
model described in Section 3. In essence, we are proposing to
make the rough mirror like an interferometric grating with
trenches of constant depth but with randomly varying widths
and separations [36]. Such an Ising grating can be easily

generated computationally as it is done in Section 3. Since the
. -1/3
characteristic length is macroscopic, [, = #**(2m*g) .

5.871 um, the generated pattern can then be transferred to the
mirror surface.
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Mirror

FIGURE 5: A fragment of the proposed rough upper mirror based on
Monte Carlo simulations (10° cycles) for the 1D Ising model with
J/kT = 0.7. Thick red line is the surface profile and dark bars are
the “Ising spins” Mirror material is above the red line (the filled
area). The amplitude of roughness # = 0.2, the correlation radius
r = 2, and the value of ®, =~ 43.5. Both axes are in units of
Iy = 7;12/3(2111257)71/3 ~ 5.871 ym. The vertical scale is about 100
times smaller than the horizontal one. The value of 77 can be changed
simply by rescaling the vertical axis.

An element of such a mirror is plotted in Figure 5.
The thick (red) line shows the surface of the mirror (since
this is an upper mirror for a GRANIT-like experiment, the
mirror material is above the red line and the neutron beam is
propagating below it). The dark rectangles of the width €, are
the “Ising spins.” Both axes are measured in units of £, but
the vertical scale is about 100 times larger than the horizontal
one and the roughness is actually very mild.

Since the real mirror is continuous in contrast to the
discrete Ising model, the roughness correlation function
coincides with the Ising exponent (11) only in the integer
points and is slightly different elsewhere:

() =1

Lx]
r

exp (——) + (x - |x])

(on( ) (2]

The neutron count predictor @, for the correlation function
(12) can be calculated only numerically. It differs from the
one for a purely exponential function by not more than 5%.
The values of ®, with r = 2 and # = 0.2 + 0.4 are in the
42.5 + 170 range with the original waveguide parameters and
in the 30.3 + 121.5 range with the new ones. Because the
amplitude of roughness is quite small, these values are much
smaller than the ones in Figure 4 and the quantum steps are
less pronounced (Figure 6).

Most of the factors, which are listed in the previous
section as affecting the accuracy, disappear for this design.
The width of the slit can be easily measured and the energy
levels are much better defined. The design is easily scalable
in both vertical and horizontal directions and creates a well-
controlled environment.

(12)
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FIGURE 6: Predicted exit neutron count N(h)/N, for the mirror
similar to the one in Figure 5 with roughness generated using Monte
Carlo simulations for the 1D Ising model. The roughness amplitudes
are n7 = 0.3 (red) and 7 = 0.4 (blue) and the correlation radius r = 2.
One can make steps more pronounced by further increasing .

6. Summary and Conclusions

In summary, we analyzed roughness of the rough mirror built
as a gravitational quantum state selector for a new cycle of
GRANIT experiments. We extracted the correlation parame-
ters of this mirror which are important for determining its
scattering properties. The straightforward identification of
the correlation function {(q) was impossible because of the
unavoidable fluctuations associated with the finite sizes of the
samples. All reasonable fitting functions (5, exhibited more
or less the same statistical quality of the fit o, (7) but led to
considerably different predictions for the observables.

Independently, we performed a series of numerical exper-
iments aimed at identification of the correlation function
extracted by the same techniques as used for the actual
mirror from computationally generated rough surfaces with
predetermined {(q). Remarkably, the difficulties in the iden-
tification of the correlation functions in our numerical
experiments were the same as we experienced with the real
rough mirror and were associated with similar fluctuation-
driven fat tails. However, since in numerical experiments we
knew the true correlation functions, we were able to hone our
identification techniques.

In our numerical experiments we also tried avoiding the
use of fitting functions by inputting the spectral decom-
position of extracted raw correlation data directly into the
equations for the observables. This option turned out to be
marginally acceptable for 1D rough surfaces and did not work
at all for 2D surfaces. Our main conclusion here is that the
direct use of the raw correlation data is worse than the careful
analysis of the fitting functions.

The results of our numerical experiments led us to believe
that the proper identification of {(q) required, in addition to
measuring the statistical quality of the fittings o, averaging of
the correlation functions extracted from several independent
samples plus graphical and numerical analysis of the averaged
correlator in the peak area. Based on this experience, we

identified the correlation function for the actual mirror
as an exponential one and obtained its parameters. This
information allowed us to predict the exit neutron count for
new GRANIT experiments utilizing this rough mirror as a
function of the distance between the flat and rough mirrors.
The predicted neutron count exhibited well-formed quantum
steps which would allow us to use the setup for planned
measurements of fundamental forces.

We also propose a radically new design for rough
mirrors—what we called the Ising mirrors—for use as state
selectors. The design is based on the Monte Carlo simulation
of a 1D random pattern based on the 1D Ising model which
is then transferred as a grating onto the actual mirror.
Such transfer is feasible when the characteristic length is
macroscopic as it is for the gravitational quantum state of
neutrons in GRANIT experiments (about 6 ym). Such Ising
mirror should look like an interference grating of straight
1D trenches of the same depths but with randomly varying
widths and separations. Since the correlation function for
such a random surface is known, one can easily get the reliable
predictors for the observables which depend on scattering
parameters. In addition, the environment is much better
controllable than for usual rough mirrors for which the
random variations in profile heights from point to point
makes it extremely difficult, if not impossible, to determine
the reference plane and accurately measure the height of the
mirror.
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